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Abstract—Traditional Byzantine consensus does not work in the problem is actually consensus on a dynamic set which
P2P network due to Sybil attack while the most prevalent might be different for each node, and there is no direct way to

Sybil-proof consensus at present still can't resist advessy with ¢4vert the consensus problem to binary one without breakin
dominant compute power. This paper proposed a two-layered decentralization

opinion dynamics model named SkyHash for hash consensus ) o )
over P2P network. For hash consensus, failures are constreed In this paper, we proposeSkyHashan opinion dynamics
due to the difficulty to create collision with big hash size, model for hash consensus under shgframework. The model
however, we ident!fied DOS attack and extent our model to a consists of a bit |ayer and a hash |ayer' and the bit |ayer is
DoS-proof one. Simulations show that on the SNAP dataset y.yq)ly thesky model applied in each bit position of hashes
of the Wikipedia who-votes-on-whom network with reasonabé . .
latencies, the network will reach consensus within 45 secds, and and result in a pseudo hash, while the hash Iaygr choose f“?m
it can also tolerant DoS attack committed by 7% random nodes hashes so that the selected hash has the minimal Hamming
or 0.9% top influential nodes, where no correct nodes decide distance to the pseudo hash. For hash consensus, fail@res ar
on different hashes and 4% nodes refuse to decide, at the costconstrained due to the difficulty to create collision wittg bi
of 50% reduction of throughput. Comparing to compute power  paqh gize such as 256b, however, we identified DoS attack and
based consensus, our approach can resist any faulty or maigus . .
nodes by unfollowing them. To the best of our knowledge, it'she extent our model to a DoS-proo.f _one._ Simulations show that
first work dedicated to hash consensus on P2P network based onONn the SNAP dataset of the Wikipedia who-votes-on-whom
opinion dynamics. network[6] with reasonable latencies, the network willalea
consensus within 45 seconds, and it can also tolerant DoS
attack committed by 7% random nodes or 0.9% top influential
P2P network is well known on its decentralized natuneodes, where no correct nodes decide on different hashes and
that increases robustness because it removes single pdintd4% nodes refuse to decide, at the cost of 50% reduction of
failure. Emerging cryptocurrencies(e.g., Bitcoin) dermstoate throughput. Comparing to compute power based consensus,
the demand of consensus over P2P network with decentralinar approach can resist any faulty or malicious nodes by
tion still retained [[1]. However, to keep decentralizatiom unfollowing them. To the best of our knowledge, it's the first
logically central and trusted authority vouches for a ome-twork dedicated to hash consensus on P2P network based on
one correspondence between entity and identity, thus makgsnion dynamics.
it difficult to resist Sybil attack, wherein a adversary cre-
ates a large number of pseudonymous identities to gain a Il. RELATED WORK
disproportionately large influence][2]. Traditional Byziae Sybil Attack ResistanceOne approach to resisting Sybil
consensus algorithms that tolerate only a fixed fractioftyfau attack is relying on a certifying authority to perform admis
nodes are not useful in P2P network with the presence of Sy&ibn control, which will break decentralizationl [7]. Aneth
attack [3]. Existing consensus based on compute power candp@roach is remotely issuing anonymous certification ofiide
Sybil-proof but can't resist adversary with dominant cort@putity by identifying distinct property of a node, e.g, utilig
power [4]. geometric techniques to establish location informationt, b
Opinion dynamicsis a field where mathematical-andit's unreliable in a network with changing environment [8].
physical models and computational tools are utilized tdeaep Puzzle computing is also introduced to increase the cost of
the dynamical processes of the diffusion and evolution af-op Sybil attack, such puzzles involve posing a challenge that
ions in human population if each body only only takes locakquires a large amount of computation to solve but is easy
interactions with its contacts1[5]. In our previous work, weo verify [9], however, there’s no way to resist Sybil attack
proposed thekyframework to apply opinion dynamics in P2Rf the adversary has dominant computing resources. Sybil
network for consensus, as well as thley model to maximize prevention techniques based on the connectivity chaiattsr
performance for binary consens(s [6]. However in the séenaof social graphs is another direction, because of the difficu
of cryptocurrency, each node packs new transactions iivexe to engineer social connections between attack nodes and
from the time of last consensus into a block, the whole nédtwohonest nodes, this approach is considered to be more robust
need to determine which one of those blocks to agree at, ttayver other one< [10].

I. INTRODUCTION
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Fig. 1. Degree distribution of the wiki dataset

Cryptocurrency Bitcoin provides Sybil-proof consensus
mechanism through an ongoing chain of hash-based proof-of-
work(PoW) [1], which is actually a puzzle computing based
approach. However, one has dominant compute power cafrhe sky framework is designed to apply opinion dynamics
control the network while the rest of the network has no meagsy consensus over P2P network, and its detail is presented
to resist it, and the proliferation of ASIC miner and mining, [B]. Each node in the P2P network is owned by somebody
pools already leads to the monopoly of compute power [1Hn identified by a public key. When the owner of nade
[4]. Ripple/Stellar [12] also use a relationship based 80U rysts the owner of nod®, owner of A can setA to follow
to resist Sybil attack similar to ours, however, their alfon g iy the P2P client, ands is called asfolloweewhile A is
has a major defect that it relies on the assumption that forcgjied agfollower. The network can be abstracted to a directed
node, if 80% of its followees agree on a opinion, then 80% gfaph where each peer is a node, and each trust relationship
all nodes agrees on the same opinion, but the assumption 8l directed edge. To ensure connectivity and safety, each
stands when a node follows an overwhelming majority of 8llyrrect node is constrained by the P2P client to have at least
nodes. As reported, Ripple/Stellar and other existingt&ms 5 minimum number of followees.

like PoS have problem even bigger than PGW! [13]] [14] Nodes are equally privileged and equipotent participants

[1l. THE PROBLEM AND DATASETS FOREVALUATION in the consensus process in any time as ordinary opinion
In traditional definition of consensus, each node has%namics. However, we introduced the conceptafndinto
initial value, the consensus problem is to decide upon (g€ consensus process which is commonly used in existing
common value among all nodes. A node derrect if it ByZantine consensus but not in opinion dynamics. Starting

behaves honestly and without error. Conversely, a nodefi@m @ initial state as the first round, each correct node
faulty. In a P2P network, an adversary can always isolaf¢Parately determines when to finish its current round and
some number of correct nodes in eclipse attack [15], herfdgcides its new value following a common rule accordingdo it

almost-everywhere consensssthe best one can hope for incurrent value and the values of its followees, and then snter
such network<16]. Similar to existing definitidn |1 Zmost- the next round. The common rule is actually the algorlthm
everywhere consensis defined that up tan correct nodes from the aspect of programming, but to follow the convention

in a P2P network does not agree at the common value Y<OPinion dynamics, we use the tenmodelin this paper.
the majority of the nodes, whene is the network size, and A followee unidirectional broadcasts signed messaged to al
e > 0 is sufficiently small. We use the terapinionandvalue its followers. We allow a faulty node’s signature to be faftge
interchangeably in later sections following the convemtig by an adversary, thereby permitting collusion among théyfau
opinion dynamics. nodes. Broadcast is implemented by DHT and asymmetric
We evaluate our approach on the SNAP dataset of Wikipedigyptography. For a node as followee, all its followers and
who-votes-on-whom[[18] called as theiki dataset in later itself form a sharing group(known as a “swarm”) identified by
sections, because it presents trust relationships in tme 66 the followee’s public key. Each broadcasted message igdign
votes for administration. We also impose a constraint whigkith the private key of the followee, and the follwers canaihe
can be enforced in P2P client of each correct node tH&g identity and integrity against the followee’s publig/ke
indegree >= 10, thus all nodes with followees less than Note here to avoid centralization no global clock or coordi-
10 are removed. Parameters of the result network is showator is used, each node decides how and when to enter next
in Table[l, and the cumulative distributions of indegreed arround separately, thus each node may enter the same round
outdegrees are shown in F[g. 1. in different time. To deal with the problem in asynchronous
To facilitate comparing the impact of network size, waystem pointed by FLP impossibility [19], the framework
also run simulations upon several uniform networks witle sizise amessage filteas well as afailure detectorwhich can
of 100, 1000, 5000 and 20000 nodes, where each node hasnake mistakes by erroneously adding nodes to its list of
the same degree and connect to each other randomly. Thesspects [20]. A node makes its final decision when enough
dataset are named asiform-10Q uniform—1k uniform-5kand rounds(e.g.40) passed, and a node may refuse to agree at a
uniform—20krespectively. hash finally when no hash from its followees is overwhelming.

IV. OVERVIEW OF THE SKY FRAMEWORK



VI. CONVERGENCEANALYSIS
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Due to the difficulty to directly analyze the stochastic
process of the interactions between every nodes described i
Eq. (1), we analyze our opinion dynamics model usingan
field theory(MFT) which studies the behavior of large and

H H Hn Hi Pi
{ f Tf T complex stochastic models by studying a simpler model. Such
2. hash layer . . ..
models consider a large number of small individual compo-
compare and select nents which interact with each other. The effect of all the

other individuals on any given individual is approximated b

a single averaged effect, thus reducing a many-body problem

to a one-body problem[[21]. MFT is widely used in opinion

dynamics as an effective modeling method [5]. By MFT, the
V. THE SKYHASH OPINION DYNAMIC MODEL opinion dynamics model can be expressed by a continuous

differential equation, and theund can be regarded ag = 1
At time ¢, a node receives all the messages broadcastedibyhe corresponding equation shown in Ed. (2).

its followees att — dt, then finishes processing the received 1) Bjt Layer: Since the bit layersky model is already

messages and broadcast its new opinion &y designating analyzed in detail in [[6], only the final mean field equation

the opinion ofnode; at timet to be H;(t), the model can be s introduced in this paper. We denote the densities ofj bit

Fig. 2. Layers of the SkyHash model

expressed as a functich: in correct nodes to be = c0; + ¢1; wherec0; andcl; are
the densities of correct nodes with opinion @fand 1, and
H;(t+ dt) = F(H;(t), Vi(t)) (1) densities of faulty nodes to bg = f0; + f1, + fs; where

f0; and f1; are the density of faulty nodes with opinion
where Vi(t) = [Hy, (t), Hy,(t), ... Hy, (t)] and fy, fa, . . jn of _O_andl and fs; are the density of faulty nodes without
are followees ofode;. We also denote; = b; 1bi.s - - - by 1, opinions broadcasted._ So we have f = 1. We also denote
whereb; ; € {0,1} for j € [1, k] is the value of bit at posirtion dens_ltles of all nodes(including correct a.nd faulty nodeith
jin H;, andk is the hash size. In the following we also denot@Pinion0 and1 to beal; andal; respectively, thus we have
V = {H;(t),Vi(t)}. a0; = (c0;+f0;)/(1—fs;) andal; = (c1;+f1;)/(1—fs;).
yerBy designating the derivative af0; on ¢ to be dc0;/dt

The SkyHash model consists of a bit layer and a hash layer=Y * :
shown in Fig[2, the bit layer computerpseudo hastP by which is actually the change speeddf, we can have EqL{2)
wheresl; is the probability that a node flips from opinidn

applying thesky model(proposed in[[6]) for each bit position =° s
separately, and the hash layer choose a hashi from v 0 opinion0, ands0; is the contrary.

such thatnewH has the minimal Hamming distance fa
Bit Layer For each node at time for each bit position dc0;  dcl;
j, we denoten0,(t) andnl;(t) to be the count of) and 1 dt  dt
in position of each hash i respectively. The bit layesky
model randomly selects one from the following two items:  \We specify the mean indegree and outdegree of a node to
1) If n0,(t) > n1;(t), then set new opinion to 0, and visdPe D, F(l_c;n,p) is the_qumulative dist_ribution functiorand_
versa, while ifn0;(t) = n1;(t), then select fron{0, 1} d.(k;n,.p) is the p_robab|llty mass funcUorIiQT k successes in
randomly. binomial d.|str|but|on ofn, t.r|als with probabilityp, then Eq.[(R)
2) If n0;(t) > 4%n1;(t) then set new opinion to 0, while if €N b€ written as following:
nl;(t) > 4xn0;(t) then set new opinion to 1. Otherwise
set new opinion to 0 with probability af0; (¢) /(n0; (t)+ del; _ smlj + sl el + sm0j + 850; c0; (3)

= sljclj - SOjCOj (2)

nl;(t)) and set new opinion to 1 with probability of dt 2

nlz(t)/(nOl(t) + nli(t)).
Wheres,,1;, s,,0, can be calculated from Ed.]1(4), angl1;,
Hash layer Hash layer sub algorithm can be expressed 33,0, can be calculated from Ed(5).
a function Fj, to choosenewH from V for each round by
newH = Fp(P, V), whereP is the pseudo hash computed
from bit layer model. It choosewewH € V, such that D 1 D
VH; € V,i € [1,n], and H; # newH, dist(newH,P) < smlj :F(E - 1;D,a1j)—|—§d(§;D,a1j)
dist(H;, P), wheredist is the function to calculate the Ham- D
ming distance between two hashes. sm0; = F(E

(4)
1. D
— 1;D,a0j) + Qd(E,D,aoj)



between different bits of a hash increases along with the
increasing of convergence.

0.8D .

ss1; = F(0.2D; D, al;) + d(i; D, alj)(% + %) 3) Numeric AnalysisTo analysis the convergence, we only
i—0.2D consider the case where all nodes are correct while the case
0.8D D—i with faulty nodes are analyzed later. Thus we can hayve-

$s0; = F(0.2D; D, a0;) + d(i; D, a0;)( + —)co anda; = c;. Because the model is symmetric on binary

i=0.2D D opinion0 and1, andcy+c¢; = 1, it's sufficient to only tracke

_ ) ®) and consider, > 0.5. According to the mean field equations,
2) Hash Layer: To analysis the hash layer model, we Star&co/dt(a.k.a. the change speed @f) and %dt (ak.aco)

from answering this question: for hash lengthkpfdensity of are demonstrated in Fif13a and Figl 3b respectivelylfaz
each bit with valu@ in pseudo hash is,, and density of each (8,16,32, 64,128, 256}. From Fig.[3h we can see that,
bit with value0 in D candidate hashes js,, then what’s the (0_’5 1’) andvD > 0 change speed af, is always positive
final density(denoted asy) of each bit with valued in the o . " gyrictly increases with time. From Fig.[3b we can

selected hash when we select the hash from the cand;d € that network with greater degréewill converge more
with the minimal Hamming distance to the pseudo hash* quickly. We can also see that with a tiny deviationcgffrom

Due to capacity of this paper, the result is given directly b@f.5, even whenD = 16, ¢, can still converge td within 40
the following equation without intermediate reasoning: rounds

ko k k
pf(D, k,ph,pp) _ Z Z Zprob(l, m, n)7n <ln<m B. Simulations
1=0 m=0 n=0 To study the convergence performance, we simulate the
(6) model on the uniform—1k dataset with several hash sizes as
shown in Fig[4h, as well as on all the datasets with hash size
I+m—2n of 256b as shown in Fig._#%b. The vertical axis is thensity
k of the top hashwhich is the hash with the most number of
D ; P ._p hodes agrees at the time. Hig] 4a shows that greater hash size
' Zpequt (Peq + Pgt) d(m; k, pp) leads to quicker convergence. Higl 4b demonstrates thatlfor
u=0 7y the uniform dataset, rounds to converge increases with node

(7 . ,
Here d(m: k,p,) is the possibility mass function describedount gnd approgches to the theoretical result, that'suseca
mean field equation works best whéh— oo.

where:

prob(l,m,n) =

above, and ' ) ‘ ) N
The impact of correlations between different bit positions
Peq = Pdists[l, m, n] on the uniform-1k dataset are shown in Figl 4c which shows
kE ok (8) the case that initially all the nodes randomly choose from
Dgt = ZZpdists[I,m,y] 2, 16, 128 and 1024 hashes respectively. In all this cases,
z=ly=0 densities of each bit position with value 0 and 1 are both

and pg;s:s[l, m, n] is calculated by the following equation: 0.5, but the correlations between different bit positions a
different. Fig[4t shows that round needed to reach consensu

k) y decreased with greater correlations. Follow this obsemat
Pdists[l,m,n] = (( ) Z(pp(l —rw)") we can assume that in an accurate theoretical result, round
v=0 . needed to reach consensus should be smaller than the one
. ((:1 _7;) Z(ppph)m_") shown in Fig[4b.
=0 )
v VII. FAULT TOLERANCE
. (<k - m) zk:((l o)) Sybil attack of theskyframework is already analyzed in our
l—n — P previous work [[6], thus in this paper we focus on non-Sybil
Y f—m—(1—n) failures. Under Byzantine failures, a faulty node can behav
(1= pp)(1 = pn)) arbitrarily, it may not run according to the opinion dynamic
Then considering the bit layer and hash layer models agredel, immune to the hashes broadcasted by its followees and
whole, we can have the following equation: even colludes with other nodes.

It's impractical to analyze against all possible failures,
el _ ps(D, k, co, (co + de0;) — ¢ (10) however time related failures such as stop failure or delay
dt is already handled by the sky framework based on failure

wherep; is described in Eq[{6), and:0,/dt is described in detector, we only analyzealuerelated failures here. For big
Eq. (3). hash size such as 256b, it's impossible at present to elabora

However, Eq.[(T0) is inaccurate because it models the cak#a so that its hash is same as a given value(aka. hash
that bit in one position is uncorrelated with bit in any othecollision), thus a faulty node can't broadcast arbitrarghes
positions for a hash in mean field. But in fact the correlatioms its will, and its ability to compromise the network is also
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Fig. 3. Numeric analysis for hash size of 256b
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Fig. 4. Simulation of the SkyHash model without faulty nodes

constrained. Experiments(not presented in this papemvshaode proposes a hash generated by itself, even 0.5% maliciou
that faulty nodes broadcasting random hashes in each roumradles colluding together to always broadcast the same hash
has little impact, similar to our previous research in bjnarcan make the network agree at the hash they proposed, thus
consensud [6]. However, also similar to the result of the prsuccessfully commit DoS attack.

vious research that faulty nodes might mislead the consensuA naive idea on dealing with DoS attack is to make each
by colluding to keep broadcasting one value(e.g. 0) in lyinacorrect node refuse any hash whose corresponding data does
consensus, denial of service attack might be committed as m& include unserved transactions it seen. but it's urskdia
introduced in the following. Another potential attack w@ct because each node may receive an individual transaction in
is producing partial hash collision, i.e., elaborate datdhst different time. However, our previous research shows that
part of the hash is exactly what an adversary wants everidgiver bound of the faulty tolerance performance for binary
can’t elaborate the whole hash, but we have not find a wagnsensus shows that for the density of correct value for a
to exploit it yet, especially considering tli&oS-proof model bit is near 0.5, the fault tolerance performance is poor, and

introduced below. the performance increases with the densiily [6]. Based on the
) ) observation, we proposed the idea to resist DoS attack by
A. Denial of Service leveraging the strength from the adversary itself to catév

Each hash represents a block with a number of transacti@menpetitive rivals in correct nodes, and more powerful adve
packed in it, though the transactions are ensured to be ealidsary leads to more powerful rivals, thus increase the densit
the hash will be refused by correct nodes, a group of malicioaf non-DoS hash.
nodes can still selectively choose which transactions to beDoS-proof model For each correct node, it consists of
packed and if the group can have the network always agrme@ phases, aeverse phase and anormal phase. Given
at hashes from itself, in this case valid transactions may nound thresholdR, a node is in thereverse phase when
be served forever, and those type of attack is called defial/o <= R, the hash layer of reach node’s round chooses
service(DoS) attack. newH €V, such thatvH; € Vi € [1,n], and H; # newH;,

Experiment not presented also shows that when each coréct(newH, P) > dist(H;, P), while whenr <= R, a node



behaves exactly the same as the case without DoS-proof. Proportion of compute power  Success probability

Simulation on the uniform—1k dataset with DoS attack from 50% 100%
11%, 15% and 20% nodes is shown in HAig. 5 with round oo R
thresholdR = 15 in the DoS-proof model. Green lines are the 20% 1.425%
cases that the network succeeds to resist the DoS attacke whe 10% 0.024%
all correct nodes agrees at a hash which is not the hashfcalle Table Il
as DoS hash proposed by DoS attack nodes. Red lines are BITCOIN ATTACK SUCCESS PROBABILITY

the cases that the network fails to resist the DoS attackrevhe
all correct nodes agrees at the DoS hash. Solid lines are the

density of the hash proposed by the DoS attack nodes, &\, top influential nodes, 4% nodes refuse to agree at any
dashed lines are the density of the top hash(may be DoS hggfes.

or non-DoS hash) defined before. ., As we introduced in Sectiofilll, Bitcoin's Pow is the
The network will survive in DoS attack by less than 15%eg; Syhil-proof consensus at present, but it is a different
nodes, where all nodes still agrees on the same valid hash{8chanism to our work and not comparable directly in Hig. 6.
each run, but 50% of the runs will agrees on the hash proposgglough the automatic adjustment of the difficulty of Pow,
by thg} DosS attack nodes, thus the throughput will decreaggcoin generates a block in about 10 minutes, and a fully

to 50% of the case without DoS attack. Figl 5a and Eig. 8% nfirmed consensus need 6 blocks thus needs about 1 hour.

demonstrate the oscillation of the density of DoS hash, apg,,ever if a single node or a group of nodes has a large
the heavier the attack, the smaller range the oscillatioti| u proportion of compute power, it can compromise the network
the oscillation is unobvious thus in all runs the networkl Wil 4 create a fork. Tabfgl Il shows the probability of success
always agree on the DoS hash as in Eig. 5c. attack for 6 blocks confirmation$ [23]. If one adversary in
VIIl. E XPERIMENT Bitcoin has a t_hreatenin_g cpmpute power, the whole network

. ) _ can’'t do anything to resist it because the power is contlolle
Since to the best of our knowledge, this paper is the ”B?/ the adversary itself, while in our approach a node’s power

first work to bring opinipn dynami_cs to P2P network fofg onirolied by its followees, thus a node can be unarmed by
hash consensus, there is no previous work to compare Lm?ollowing it

experiments, this paper only presents the experiment of our
SkyHashmodel.

According to existing studies, latency between peers in DHT
is mostly betweers0 to 1000 ms [22]. In our experiment, we  The mean field equation to analyze the hash layer model
employ a simply latency model that the time for each messagesiill inaccurate, and due to the complexity of the SkyHash
to be delivered conforms gauss distribution pf=¢ 500, ¢ = model we did not found a way to theoretically analyze the
500) with lower cutoff of 50 and no upper cutoff which meanshreshold of fault tolerance performance as our previoukwo
a message may never be lost in a small probability even if tha the bit level model. Even we've already identified the DoS
node broadcasts it is correct, we also seteout = 2000 attack, there might still be other types of attack not codere
for the failure detector and round threshaditd= 15 in the  Although our approach can successfully runs over the wiki
DoS-proof model. dataset, it also shows the convergence performance degrade

Fig.[@ exhibits the experiment results on the wiki datasefemparing to the uniform dataset, and existing studies show
Green lines are the cases that the network succeeds tothesisthat community strength impacts the performarice [24].

DoS attack, where all correct nodes agrees at a hash which igyb"_proof consensus is still an open problem, and even the
not the hash proposed by DoS attack nodes. Red lines are {igst prevalent Sybil-proof consensus at present still azbvig
cases that the network fails to resist the DoS attack, wHhere Broblem that it can’t resist adversary with dominant coreput
correct nodes agrees at the hash(called as DoS hash) ptop@ggyver. Opinion dynamics based approach presented in this
by DoS attack nodes. The vertical axis is the density of thgyper is a new attempt to circumvent the problems of existing
top hash which is the hash with the most number of nodgg|ytions. Theoretical and experimental result reveads th
agrees at the time. has acceptable performance and the ability to resist aryfau

Under theSkyHasimodel the wiki dataset can survive undepr malicious nodes by unfollowing them. To the best of our
DoS attack committed by 7% random nodes or 0.9% tq@owledge, it's the first work to bring opinion dynamics to
influential nodes defined as the first 0.9% nodes by sorting php network for hash consensus.
nodes in descendant order on the count of a node’s followees,
however, the throughput will decrease 50% even when the
network survives. In all the cases that the network suryives
correct nodes can always reach almost-everywhere corsen$l) S. Nakamoto, “Bitcoin: A peer-to-peer electronic caskystem.”
within 45 seconds without correct nodes agree at different http:/www.bitcoin.org/bitcoin.pdf, 2009. _
values, while under DoS attack by 7% random nodes, 1'5(%] J. R. Douceur, “The sybil attack,” irRevised Papers from the First

International Workshop on Peer-to-Peer Systet®SPS '01, (London,
nodes refuse to agree at any values, and under DoS attack by UK, UK), pp. 251-260, Springer-Verlag, 2002.

IX. DIscussION ANDCONCLUSION
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